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Meta-Ethics

Where do our 

ethical principles 

come from?

What is the basis 

of ethics in human 

interaction?

Normative Ethics

What constitutes 

moral right or wrong?

How are moral 

standards 

established?

Applied Ethics

How do we deal with 

specific scenarios?

How can different 

ethical concepts be 

applied to them?
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Meta-Ethics

Metaphysical

Is there morality outside of human 

interaction?

Psychological

What is the mental basis for acting morally?

e.g. Rationalists vs Anti-Rationalists
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Normative Ethics

Virtue Ethics Deontology Consequentialism
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Virtue Ethics

“We are not 

studying in order to 

know what virtue 

is, but to become 

good, for otherwise 

there would be no 

profit in it.”
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Deontology

“Act as if the maxims 

of your action were to 

become through your 

will a universal law of 

nature.”
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Consequentialism 

Utilitarianism:

“The greatest happiness 

of the greatest number is 

the foundation of morals 

and legislation.”
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Applied Ethics
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Inconclusive evidence
→ Knowledge produced by ML contains uncertainty

Inscrutable evidence
→ Lack of transparency in algorithms

Misguided evidence
→ The model can’t be uncoupled from training data and 

its potential inherent problems
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Unfair outcomes
→ Ethics in ML can often be reduced to 

recognizing discrimination

Transformative effects
→ There is a feedback loop between algorithmic 

decisions and the real world

Traceability
→ Cause and effect are hard to follow
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Ethical Lenses

Which option will produce the most good and do the least harm?

(The Utilitarian Approach)

Which option best respects the rights of all who have a stake?

(The Rights Approach)

Which option treats people equally or proportionately?

(The Justice Approach)

Which option best serves the community as a whole, not just some members?

(The Common Good Approach)

Which option leads me to act as the sort of person I want to be?

(The Virtue Approach)
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Awareness and Regulatory Approaches
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ALTAI

1. Human Agency and Oversight

2. Technical Robustness and Safety

3. Privacy and Data Governance

4. Transparency

5. Diversity, Non-Discrimination and Fairness

6. Societal and Environmental Wellbeing

7. Accountability
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AIEI VCIO Model
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AIEI Risk
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https://www.bbc.com/news/technology-56745730

https://www.bbc.com/news/technology-56745730
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Accountability 

in Science

https://neurips.cc/Conferences/2020/CallForPapers

https://neurips.cc/Conferences/2020/CallForPapers


Research Group Social Computing

Department of Informatics

Technical University of Munich

Issues to look out for

• Privacy

• Consent

• Reliability and Efficacy

• Human Rights

• Fairness and Equity

• Contestability

• Accountability

• Explainability and Transparency
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Q&A


